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S1
Introduction 

S1.1
The following examples are chosen to demonstrate the method of evaluating the uncertainty of measurement. More typical and representative examples based on appropriate models have to be developed by special working groups in the different areas. Nevertheless, the examples presented here provide a general guidance on how to proceed. 

S1.2
The examples are based on drafts prepared by EAL Expert Groups. These drafts have been simplified and harmonised to make them transparent to laboratory staff in all fields of calibration. It is thus hoped that this set of examples will contribute to a better understanding of the details of setting up the model of evaluation and to the harmonisation of the process of evaluating the uncertainty of measurement, independent of the field of calibration. 

S1.3
The contributions and values given in the examples are not intended to imply mandatory or preferred requirements. Laboratories should determine the uncertainty contributions on the basis of the model function they use in the evaluation of the particular calibration they perform and report the evaluated uncertainty of measurement on the calibration certificate they issue. In all the examples given, the conditions stated in section 5 for the use of the standard coverage factor k = 2 are fulfilled. 

S1.4
The presentation of the examples follows, in accordance with the step-by-step procedure of section 7 of EAL-R2, a common scheme containing: 

· a short descriptive title, 

· a general description of the process of measurement, 

· the model of evaluation with a list of symbols used, 

· an extended listing of input data with short descriptions of how they have been obtained, 

· the list of observations and the evaluation of the statistical parameters, 

· an uncertainty budget in table form, 

· the expanded uncertainty of measurement, 

· the reported complete result of measurement. 

S1.5
This first supplement to EAL-R2 is intended to be followed by others containing further worked-out examples on the evaluation of uncertainty of measurement in connection with the calibration of instruments. Examples may also be found in EAL Guidance Documents dealing with the calibration of specific types of measurement instruments.

S2
Calibration of a weight of nominal value 10 kg 

S2.1
The calibration of a weight of nominal value 10 kg of OIML class Ml is carried out by comparison to a reference standard (OIML class F2) of the same nominal value using a mass comparator whose performance characteristics have previously been determined. 

S2.2
The unknown conventional mass mX is obtained from: 

mX = mS + (dD + (m + (mC + (B
(S2.1)

where: 

mS
-
conventional mass of the standard, 

(mD
-
drift of value of the standard since its last calibration, 

(m
-
observed difference in mass between the unknown mass and the standard, 

(mC
-
correction for eccentricity and magnetic effects, 

(B
-
correction for air buoyancy. 

S2.3
Reference standard (mS): The calibration certificate for the reference standard gives a value of 10 000,005 g with an associated expanded uncertainty of 45 mg (coverage factor k = 2). 

S2.4
Drift of the value of the standard ((mD): The drift of the value of the reference standard is estimated from previous calibrations to be zero within ±15 mg. 

S2.5
Comparator ((m, (mC): A previous evaluation of the repeatability of the mass difference between two weights of the same nominal value gives a pooled estimate of standard deviation of 25 mg. No correction is applied for the comparator, whereas variations due to eccentricity and magnetic effects are estimated to have rectangular limits of (10 mg. 

S2.6
Air buoyancy ((B): No correction is made for the effects of air buoyancy, the limits of deviation are estimated to be ±1(10-6 of the nominal value. 

S2.7
Correlation: None of the input quantities are considered to be correlated to any significant extent. 

S2.8
Measurements: Three observations of the difference in mass between the unknown mass and the standard are obtained using the substitution method and the substitution scheme ABBA ABBA ABBA: 

no
conventional mass

reading

observed difference

1
standard

+0,010 g




unknown

+0,020 g




unknown

+0,025 g




standard

+0,015 g

+0,01 g 

2
standard

+0,025 g




unknown

+0,050 g




unknown

+0,055 g




standard

+0,020 g

+0,03 g 

3
standard

+0,025 g




unknown

+0,045 g




unknown

+0,040 g




standard

+0,020 g

+0,02 g 

arithmetic mean: 



= 0,020 g
pooled estimate of standard deviation: 
sp((m)
= 25 mg

(obtained from prior evaluation) 

standard uncertainty: 



S2.9
Uncertainty budget (mX): 

quantity

Xi
estimate

xi
standard
uncertainty
u(xi)
probability
distribution

sensitivity
coefficient
ci
uncertainty
contribution
ui(y)

mS
10 000,005 g
22,5 mg
normal
1,0
22,5 mg

(mD
0,000 g
8,95 mg
rectangular
1,0
8,95 mg

(m
0,020 g
14,4 mg
normal
1,0
14,4 mg

(mC
0,000 g
5,77 mg
rectangular
1,0
5,77 mg

(B
0,000 g
5,77 mg
rectangular
1,0
5,77 mg

mX
10 000,025 g



29,3 mg

S2.10
Expanded uncertainty
U = k ( u(mX) = 2 ( 29,3 mg  ( 59 mg

S2.11
Reported result
The measured mass of the nominal 10 kg weight is 10,000 025 kg ±59 mg. 

The reported expanded uncertainty of measurement is stated as the standard uncertainty of measurement multiplied by the coverage factor k = 2, which for a normal distribution corresponds to a coverage probability of approximately 95 %.

S3
Calibration of a nominal 10 k( standard resistor 

S3.1
The resistance of a four-terminal standard resistor is determined by direct substitution using a long-scale digital multimeter (7½ digit DMM) on its resistance range, and a calibrated four-terminal standard resistor of the same nominal value as the item to be calibrated as reference standard. The resistors are immersed in a well stirred oil bath operating at a temperature of 23 (C monitored by a centrally placed mercury-in-glass thermometer. The resistors are allowed to stabilise before the measurement. The four-terminal connectors of each resistor are connected in turn to the terminals of the DMM. It is determined that the measuring current on the 10 k( range of the DMM of 100 (A is sufficiently low not to cause any appreciable self-heating of the resistors. The measuring procedure used also ensures that the effects of external leakage resistances on the result of measurement can be considered to be insignificant.

S3.2
The resistance RX of the unknown resistor is obtained from the relationship:




(S3.1)
where: 

RS
-
resistance of the reference, 

(RD
-
drift of the resistance of the reference since its last calibration, 

(RTS
-
temperature related resistance variation of the reference, 

r = RiX/RiS
-
ratio of the indicated resistance (index i means ‘indicated’) for the unknown and reference resistors,

rC
-
correction factor for parasitic voltages and instrument resolution 

(RTX
-
temperature-related resistance variation of the unknown resistor. 

S3.3
Reference standard (RS): The calibration certificate for the reference standard gives a resistance value of 10 000,053 ( (5 m( (coverage factor k = 2) at the specified reference temperature of 23 (C. 

S3.4
Drift of the value of the standard ((RD): The drift of the resistance of the reference resistor since its last calibration is estimated from its calibration history to be +20 m( with deviations within (10 m(. 

S3.5
Temperature corrections ((RTS, (RTX): The temperature of the oil bath is monitored using a calibrated thermometer to be 23,00 (C. Taking into account the metrological characteristics of the thermometer used and of gradients of temperature within the oil bath, the temperature of the resistors is estimated to coincide with the monitored temperature within (0,055 K. Thus the known value 5(10-6 K-1 of the temperature coefficient (TC) of the reference resistor gives limits (2,75 m( for the deviation from its resistance value according to calibration, due to a possible deviation from the operating temperature. From the manufacturer’s literature, the TC of the unknown resistor is estimated not to exceed 10(10-6 K-1, thus the resistance variation of the unknown resistor due to a temperature variation is estimated to be within ±5,5 m(. 

S3.6
Resistance measurements (rC): Since the same DMM is used to observe both RiX and RiS the uncertainty contributions are correlated but the effect is to reduce the uncertainty and it is only necessary to consider the relative difference in the resistance readings due to systematic effects such as parasitic voltages and instrument resolution (see the mathematical note in paragraph S3.12), which are estimated to have limits of ±0,5(10-6 for each reading. The distribution resulting for the ratio rC is triangular with expectation 1,000 000 0 and limits ±1,0(10-6.

S3.7
Correlation: None of the input quantities are considered to be correlated to any significant extent. 

S3.8
Measurements(r): Five observations are made to record the ratio r:

No.
observed ratio 

1 
1,000 010 4 

2 
1,000 010 7 

3 
1,000 010 6 

4 
1,000 010 3 

5 
1,000 010 5 

arithmetic mean: 



experimental standard deviation: 
s(r) = 0,158 ( 10-6
standard uncertainty: 



S3.9
Uncertainty budget (RX): 

quantity

Xi
estimate

xi
standard
uncertainty
u(xi)
probability
distribution
sensitivity
coefficient
ci
uncertainty
contribution
ui(y)

RS
10 000,053 (
2,5 m(
normal
1,0
2,5 m(

(RD
0,020 (
5,8 m(
rectangular
1,0
5,8 m(

(RTS
0,000 (
1,6 m(
rectangular
1,0
1,6 m(

(RTX
0,000 (
3,2 m(
rectangular
1,0
3,2 m(

rC
1,000 000 0
0,41(10-6
triangular
10 000 (
4,1 m(

r
1,000 010 5
0,07(10-6
normal
10 000 (
0,7 m(

RX
10 000,178 (



8,33 m(

S3.10
Expanded uncertainty: 





S3.11
Reported result: The measured value of the nominal 10 k( resistor, at a measuring temperature of 23,00 (C and a measuring current of 100 (A, is (10 000,178 ±0,017) (.
The reported expanded uncertainty of measurement is stated as the standard uncertainty of measurement multiplied by the coverage factor k = 2, which for a normal distribution corresponds to a coverage probability of approximately 95 %. 

S3.12
Mathematical note on the standard uncertainty of measurement of the ratio of indicated resistance values: The unknown and the reference resistors have nearly the same resistance. Within the usual linear approximation in the deviations, the values causing the DMM indications RiX and RiS are given by 




(S3.2)
with R being the nominal value of the resistors and 

 and 

 the unknown deviations. The resistance ratio deduced from these expressions is 




(S3.3)
with the ratio of the indicated resistance for the unknown and the reference resistor 




(S3.4)
and the correction factor (linear approximation in the deviations)




(S3.5)
Because of the fact that the difference of the deviations enters into equation (S3.5), correlated contributions of systematic effects resulting from the internal scale of the DMM do not influence the result. The standard uncertainty of the correction factor is determined only by uncorrelated deviations resulting from the parasitic effects and the resolution of the DMM. Assuming that 

, it is given by the expression 




(S3.6)

S4
Calibration of a gauge block of nominal length 50 mm

S4.1
The calibration of the grade 0 gauge block (ISO 3650) of 50 mm nominal length is carried out by comparison using a comparator and a calibrated gauge block of the same nominal length and the same material as reference standard. The difference in central length is determined in vertical position of the two gauge blocks using two length indicators contacting the upper and lower measuring faces. The actual length 

 of the gauge block to be calibrated is related to the actual length 

 of the reference standard by the equation




(S4.1)

with (l being the measured length difference. 

 and 

 are the lengths of the gauge blocks under measurement conditions, in particular at a temperature which, on account of the uncertainty in the measurement of laboratory temperature, may not be identical with the reference temperature for length measurements. 

S4.2
The length lX of the unknown gauge block at the reference temperature is obtained from the relationship: 




(S4.2)

where: 

lS
-
length of the reference gauge block at the reference temperature t0 = 20 °C according to its calibration certificate;

(lD
-
change of the length of the reference gauge block since its last calibration due to drift;
(l
-
observed difference in length between the unknown and the reference gauge block;
(lC
-
correction for non-linearity and offset of the comparator;
L
-
nominal length of the gauge blocks considered;



-
average of the thermal expansion coefficients of the unknown and reference gauge blocks;
(t = (tX - tS)
-
temperature difference between the unknown and reference gauge blocks;
(( = ((X – (S)
-
difference in the thermal expansion coefficients between the unknown and the reference gauge blocks;



-
deviation of the average temperature of the unknown and the reference gauge blocks from the reference temperature;
(lV
-
correction for non-central contacting of the measuring faces of the unknown gauge block. 
S4.3
Reference standard (lS): The length of the reference gauge block together with the associated expanded uncertainty of measurement is given in the calibration certificate of a set of gauge blocks as 50,000 02 mm ±30 nm (coverage factor k = 2).

S4.4
Drift of the standard ((lD): The temporal drift of the length of the reference gauge block is estimated from previous calibrations to be zero with limits ±30 nm. General experience with gauge blocks of this type suggests that zero drift is most probable and that a triangular probability distribution can be assumed. 

S4.5
Comparator ((lC): The comparator has been verified to meet the specifications stated in EAL-G21. From this, it can be ascertained that for length differences D up to ±10 (m corrections to the indicated length difference are within the limits  ((30 nm +0,02·(D(). Taking into account the tolerances of the grade 0 gauge block to be calibrated and the grade K reference gauge block, the maximum length difference will be within ±1 (m leading to limits of ±32 nm for non-linearity and offset corrections of the comparator used. 

S4.6
Temperature corrections (

, (t, ((, 

): Before calibration, care is taken to ensure that the gauge blocks assume ambient temperature of the measuring room. The remaining difference in temperature between the standard and the gauge block to be calibrated is estimated to be within ±0,05 K. Based on the calibration certificate of the reference gauge block and the manufacturer’s data for the gauge block to be calibrated the linear thermal expansion coefficient of the steel gauge blocks is assumed to be within the interval (11,5±1,0)(10-6 (C-1. Combining the two rectangular distributions the difference in linear thermal expansion coefficient is triangularly distributed within the limits ±2(10-6 (C-1. The deviation of the mean temperature of measurement from the reference temperature t0 = 20 °C is estimated to be within ±0,5 (C. The best estimates of the difference in linear expansion coefficients and the deviations of the mean temperature from the reference temperature are zero. Therefore second order terms have to be taken into account in the evaluation of their uncertainty contribution resulting in the product of standard uncertainties associated with the factors of the product term 

 in equation (S4.2) (see the mathematical note in paragraph S4.13, eq. (S4.5)). The final standard uncertainty is 

.

S4.7
Variation in length ((lV): For gauge blocks of grade 0 the variation in length determined from measurements at the centre and the four corners has to be within ±0,12 (m (ISO 3650). Assuming that this variation occurs on the measuring faces along the short edge of length 9 mm and that the central length is measured inside a circle of radius 0,5 mm, the correction due to central misalignment of the contacting point is estimated to be within ±6,7 nm. 

S4.8
Correlation: None of the input quantities are considered to be correlated to any significant extent. 

S4.9
Measurements ((l): The following observations are made for the difference between the unknown gauge block and the reference standard, the comparator being reset using the reference standard before each reading. 

obs. no.
obs. value

 1
-100 nm 

 2
-90 nm 

 3
-80 nm 

 4
-90 nm 

 5
-100 nm 

arithmetic mean: 



pooled estimate of standard deviation: 



(obtained from prior evaluation) 

standard uncertainty: 



The pooled estimate of the standard deviation has been taken from the tests made to confirm compliance of the comparator used with the requirements of EAL-G21.

S4.10
Uncertainty budget ((lX):

quantity

Xi
estimate

xi
standard
uncertainty
u(xi)
probability
distribution
sensitivity
coefficient
ci
uncertainty
contribution
ui(y)

lS
50,000 020 mm
15 nm
normal
1,0
15,0 nm

(lD
0 mm
17,3 nm
triangular
1,0
17,3 nm








(l
-0,000 094 mm
5,37 nm
normal
1,0
5,37 nm

(lC
0 mm
18,5 nm
rectangular
1,0
18,5 nm

(t
0 (C
0,0289 (C
rectangular
-575 nm(C-1
-16,6 nm




0
0,236(10-6
special
50 mm
-11,8 nm

(lV
0 mm
3,87 nm
rectangular
-1,0
-3,87 nm

lX
49,999 926 mm



36,4 nm

S4.11
Expanded uncertainty



S4.12
Reported result
The measured value of the nominal 50 mm gauge block is 49,999 926 mm ±73 nm.

The reported expanded uncertainty of measurement is stated as the standard uncertainty of measurement multiplied by the coverage factor k = 2, which for a normal distribution corresponds to a coverage probability of approximately 95 %.
S4.13
Mathematical note on the standard uncertainty of measurement of the product of two quantities with zero expectation: If a product of two quantities is considered, the usual method of evaluation of uncertainty contributions based on the linearisation of the model function has to be modified if one or both of the expectations of the factors in the product are zero. If the factors in the product are statistically independent with non-zero expectations, the square of the relative standard uncertainty of measurement (relative variance) associated with the product can be expressed without any linearisation by the squares of the relative standard uncertainties associated with the estimates of the factors:




(S4.2)

Using the definition of the relative standard uncertainty of measurement this expression is easily transformed into the general relation




(S4.3)

If the standard uncertainties u(x1) and u(x2) associated with the expectations x1 and x2 are much smaller than the moduli of the respective expectation values the third term on the right side may be neglected. The resulting equation represents the case described by the usual method based on the linearisation of the model function.

If, however, one of the moduli of the expectation values, for example (x2(, is much smaller than the standard uncertainty u(x2) associated with this expectation or even zero, the product term involving this expectation may be neglected on the right side of equation (S4.3), but not the third term. The resulting equation is




(S4.4)

If both moduli of the expectation values are much smaller than their associated standard uncertainties or even zero, only the third term in equation (S4.3) gives a significant contribution:




(S4.5)

S5
Calibration of a type N thermocouple at 1000 °C

S5.1
A type N thermocouple is calibrated by comparison with two reference thermocouples of type R in a horizontal furnace at a temperature of 1000 °C. The emfs generated by the thermocouples are measured using a digital voltmeter through a selector/reversing switch. All thermocouples have their reference junctions at 0 °C. The thermocouple to be calibrated is connected to the reference point using compensating cables. Temperature values are give in the t90 temperature scale.
S5.2
The temperature tX of the hot junction of the thermocouple to be calibrated is




(S5.1)
S5.3
The voltage VX across the thermocouple wires with the cold junction at 0 °C during calibration is 




(S5.2)

where: 

tS(V)
-
temperature of the reference thermometer in terms of voltage with cold junction at 0 °C. The function is given in the calibration certificate;

ViS, ViX
-
indication of the voltmeter;

(ViS1, (ViX1
-
voltage corrections obtained from the calibration of the voltmeter;

(ViS2, (ViX2
-
voltage corrections due to the limited resolution of the voltmeter;

(VR
-
voltage correction due to contact effects of the reversing switch;

(t0S, (t0X
-
temperature corrections due to the deviation of the reference temperatures from 0 (C;

CS, CX
-
sensitivities of the thermocouples for voltage at the measuring temperature of 1000 °C;
CS0, CX0
-
sensitivities of the thermocouples for voltage at the reference temperature of 0 (C;
(tD
-
change of the values of the reference thermometers since their last calibration due to drift;

(tF
-
temperature correction due to non-uniformity of the temperature of the furnace;

t
-
temperature at which the thermocouple is to be calibrated (calibration point);

(t = t - tX
-
deviation of the temperature of the calibration point from the temperature of the furnace;

(VLX
-
voltage correction due to the compensating cables.
S5.4
The reported result is the output emf of the thermocouple at the temperature of its hot junction. Because the measurement process consists of two steps — determination of the temperature of the furnace and determination of emf of the thermocouple to be calibrated — the evaluation of the uncertainty of measurement is split in two parts. 

S5.5
Reference standards (tS(V)): The reference thermocouples are supplied with calibration certificates that relate the temperature at their hot junction with their cold junction at 0 °C to the voltage across their wires. The expanded uncertainty of measurement at 1000 °C is U = 0,3 °C (coverage factor k = 2). 

S5.6
Calibration of the voltmeter ((ViS1, (ViX1): The voltmeter has been calibrated. Corrections to the measured voltages are made to all results. The calibration certificate gives a constant expanded uncertainty of measurement for voltages smaller than 50 mV of U = 2,0 µV (coverage factor k = 2). 

S5.7
Resolution of the voltmeter ((ViS2, (ViX2): A 4½ digit microvoltmeter has been used in its 10 mV range resulting in resolution limits of ±0,5 (V at each indication.

S5.8
Parasitic voltages ((VR): Residual parasitic offset voltages due to the switch contacts have been estimated to be zero within ±2 µV.

S5.9
Reference temperatures ((t0S, (t0X): The temperature of the reference point of each thermocouple is known to be 0 °C within ±0,1 °C.

S5.10
Voltage sensitivities (CS, CX, CS0, CX0): The voltage sensitivities of the thermocouples have been taken from reference tables: 


1000 °C
0 °C

reference thermocouple
CS = 0,077 °C/µV
CS0 = 0,189 °C/µV

unknown thermocouple
CX = 0,026 °C/µV
CS0 = 0,039 °C/µV

S5.11
Drift of the reference standard ((tD): From previous calibrations the drift of the reference standards are estimated to be zero within the limits ±0,3 °C. 

S5.12
Temperature gradients ((tF): The temperature gradients inside the furnace have been measured. At 1000 °C, deviations from non-uniformity of temperature in the region of measurement are within ±1 °C.

S5.13
Compensating cables ((VLX): The compensating cables have been investigated in the range  0 (C to 40 °C. From this, the voltage differences between the cables and the thermocouple wires are estimated to be within ±5 µV. 

S5.14
Measurements (ViS, tS(ViS), ViX): The indications of the voltmeter are recorded in the following operational procedure which gives four readings for every thermocouple and reduces the effects of temperature drift in the thermal source and of parasitic thermal voltages in the measuring circuit:

1st cycle:

1st standard, unknown thermocouple, 2nd standard,

2nd standard, unknown thermocouple, 1st standard.

Reversion of polarity.

2nd cycle:

1st standard, unknown thermocouple, 2nd standard,

2nd standard, unknown thermocouple, 1st standard.

S5.15
The procedure requires that the difference between the two reference standards must not exceed ±0,3 °C. If the difference is not within these limits the observations have to be repeated and/or the reasons for such a large difference have to be investigated.

Thermocouple
1st reference
Unknown
2nd reference

Indicated voltage, corrected
+10500 µV
+36245 µV
+10503 µV


+10503 µV
+36248 µV
+10503 µV


-10503 µV
-36248 µV
-10505 µV


-10504 µV
-36251 µV
-10505 µV

Mean voltage
10502,5 µV
36248 µV
10504 µV

Temperature of the hot junction
1000,4 °C

1000,6 °C

Temperature of the furnace

1000,5 °C


S5.16
From the four readings on each thermocouple given in the table above, the mean value of the voltages of each thermocouple is deduced. The voltage values of the reference thermocouples are converted into temperature values by means of the temperature-voltage relations stated in their calibration certificates. The observed temperature values are highly correlated (correlation factor nearly one). Therefore, by taking their mean value, they are combined to one observation only, which is the temperature of the furnace at the location of the thermocouple to be calibrated. In a similar way, one observation of the voltage of the thermocouple to be calibrated has been extracted. In order to evaluate the uncertainty of measurement associated with these observations, a series of ten measurements has been previously undertaken at the same temperature of operation. It gave a pooled estimate of standard deviation for the temperature of the furnace and the voltage of the thermocouple to be calibrated. 

The respective standard uncertainties of measurement of the observed quantities are: 

pooled estimate of standard deviation: 
sp(tS)
= 0,10 °C

standard uncertainty: 
u(tS)
= 


= 0,10 °C

pooled estimate of standard deviation: 
sp(ViX)
= 1,6 µV

standard uncertainty: 
u(ViX)
= 


= 1,6 µV

S5.17
Uncertainty
 budget (temperature tX of the furnace):
quantity

Xi
estimate

xi
standard
uncertainty
u(xi)
probability
distribution
sensitivity
coefficient
ci
uncertainty
contribution
ui(y)

tS
1000,5 °C
0,10 °C
normal
1,0
0,10 °C

(ViS1
0 µV
1,00 µV
normal 
0,077 °C/µV
0,077 °C

(ViS2
0 µV
0,29 µV
rectangular
0,077 °C/µV
0,022 °C

(VR
0 µV
1,15 µV
rectangular
0,077 °C/µV
0,089 °C

(t0S
0 °C
0,058 °C
rectangular
-0,407
-0,024 °C

(tS
0 °C
0,15 °C
normal
1,0
0,15 °C

(tD
0 °C
0,173 °C
rectangular
1,0
0,173 °C

(tF
0 °C
0,577 °C
rectangular
1,0
0,577 °C

tX
1000,5 °C



0,641 °C

S5.18
Uncertainty budget (emf VX of the thermocouple to be calibrated):

The standard uncertainty of measurement associated with the temperature deviation of the calibration point from the temperature of the furnace is the standard uncertainty of measurement associated with the temperature of the furnace because the temperature point is a defined value (exactly known).

quantity

Xi
estimate

xi
standard
uncertainty
u(xi)
probability
distribution
sensitivity
coefficient
ci
uncertainty
contribution
ui(y)

ViX
36 248 µV
1,60 µV
normal
1,0
1,60 µV

( ViX1
0 µV
1,00 µV
normal
1,0
1,00 µV

( ViX2
0 µV
0,29 µV
rectangular
1,0
0,29 µV

(VR
0 µV
1,15 µV
rectangular
1,0
1,15 µV

(VLX
0 µV
2,9 µV
rectangular
1,0
2,9 µV

(t
0,5 °C
0,641 °C
normal
38,5 µV/°C
24,5 µV

(t0X
0 °C
0,058 °C
rectangular
-25,6 µV/°C
-1,48 µV

VX
36 229 µV



25,0 µV

S5.19
Expanded uncertainties

The expanded uncertainty associated with the measurement of the temperature of the furnace is

U  = k ( u(tX) = 2 ( 0,641 °C ( 1,3 °C

The expanded uncertainty associated with the emf value of the thermocouple to be calibrated is

U = k ( u(VX) = 2 ( 25,0 µV ( 50 µV

S5.20
Reported result

The type N thermocouple shows, at the temperature of 1000,0 °C with its cold junction at a temperature of 0 °C, an emf of 36 230 µV ±50 µV.

The reported expanded uncertainty of measurement is stated as the standard uncertainty of measurement multiplied by the coverage factor k = 2, which for a normal distribution corresponds to a coverage probability of approximately 95 %.

S6
Calibration of a power sensor at a frequency of 18 GHz
S6.1
The measurement involves the calibration of an unknown power sensor with respect to a calibrated power sensor used as a reference by substitution on a stable transfer standard of known small reflection coefficient. The measurement is made in terms of calibration factor, which is defined as the ratio of incident power at the reference frequency of 50 MHz to the incident power at the calibration frequency under the condition that both incident powers give equal power sensor response. At each frequency, one determines the (indicated) ratio of the power for the sensor to be calibrated, respectively the reference sensor and the internal sensor that forms part of the transfer standard, using a dual power meter with ratio facility. 

S6.2
Schematic of the measuring system


S6.3
The quantity

, termed ‘calibration factor’ by some manufacturers, is defined as: 




 (S6.1)
for the equal power meter indication
where: 
P(r
-
incident power at the reference frequency (50 MHz), 

P(c
-
incident power at the calibration frequency, 

(r
-
voltage reflection coefficient of the sensor at the reference frequency 
(c
-
voltage reflection coefficient of the sensor at the calibration frequency
PAr
-
power absorbed by the sensor at the reference frequency 
PAc
-
power absorbed by the sensor at the calibration frequency
S6.4 
The calibration factor of the unknown sensor is obtained from the relationship



(S6.2)
where: 

KS
-
calibration factor of the reference power sensor;
(KD
-
change of the calibration factor of the reference power sensor since its last calibration due to drift;
MSr
-
mismatch factor of reference sensor at the reference frequency;
MSc
-
mismatch factor of standard sensor at the calibration frequency;
MXr
-
mismatch factor of sensor to be calibrated at the reference frequency;
MXc
-
mismatch factor of sensor to be calibrated at the calibration frequency;
pCr
-
correction of the observed ratio for non-linearity and limited resolution of the power meter at power ratio level of the reference frequency;
pCc
-
correction of the observed ratio for non-linearity and limited resolution of the power meter at power ratio level of the calibration frequency;



-
observed ratio of power ratios derived from: 
pSr
-
indicated power ratio for the reference sensor at the reference frequency;
pSc
-
indicated power ratio for the reference sensor at the calibration frequency;
pXr
-
indicated power ratio for the sensor to be calibrated at the reference frequency;
pXc
-
indicated power ratio for the sensor to be calibrated at the calibration frequency. 

S6.5
Reference sensor (KS): The reference sensor was calibrated six months before the calibration of the unknown power sensor. The value of the calibration factor, given in the calibration certificate, is (95,7±1,1) % (coverage factor k = 2), which may also be expressed as 0,957±0,011.

S6.6
Drift of the standard ((KD): The drift of the calibration factor of the reference standard is estimated from annual calibrations to be -0,002 per year with deviations within ±0,004. From these values, the drift of the reference sensor, which was calibrated half a year ago, is estimated to equal -0,001 with deviations within ±0,002.

S6.7
Linearity and resolution of the power meter (pCr, pCc): The expanded uncertainty of 0,002 (coverage factor k = 2) is assigned to the power meter readings at the power ratio level of the reference frequency and of 0,0002 (coverage factor k = 2) at the power ratio level of calibration frequency due to non-linearity of the power meter used. These values have been obtained from previous measurements. Since the same power meter has been used to observe both pS and pX, the uncertainty contributions at the reference as well at the calibration frequency are correlated. Because power ratios at both frequencies are considered, the effect of the correlations is to reduce the uncertainty. Thus, only the relative difference in the readings due to systematic effects should be taken into account (see the mathematical note in paragraph S3.12), resulting in a standard uncertainty of 0,00142 associated with the correction factor pCr and 0,000142 with the correction factor pCc. 

The expanded uncertainty of measurement stated for the readings of the power meter contains linearity and resolution effects. The linearity effects are correlated whereas the resolution effects are uncorrelated. As shown in S3.12, building the power ratio cancels the influence of correlations and gives a reduced standard uncertainty of measurement to be associated with the ratio. In the calculations above, however, the separated correlated and uncorrelated contributions are not known and the values given are upper bounds for the standard uncertainty of measurement associated with ratios. The uncertainty budget finally shows that the contributions arising from these ratios are insignificant, i.e. the approximations are justified.

S6.8
Mismatch factors (MSr, MSc, MXr MXc): As the transfer standard system is not perfectly matched and the phase of the reflection coefficients of the transfer standard, the unknown and the standard power sensors are not known, there will be an uncertainty due to mismatch for each sensor at the reference frequency and at the calibration frequency. The corresponding limits of deviation have to be calculated for the reference and the calibration frequencies from the relationship:




(S6.3)
where the magnitudes of the reflection coefficients of the transfer standard, the reference sensor and the sensor to be calibrated are:


50 MHz
18 GHz




0,02
0,07




0,02
0,10




0,02
0,12

The probability distribution of the individual contributions is U-shaped. This is taken into account by replacing the factor 1/3 for a rectangular distribution by 1/2 in calculating the variance from the square of the half-width determined from the limits. The standard uncertainty due to mismatch is therefore obtained from:




(S6.4)
Note: The values of the reflection coefficients are the results of measurements which are themselves subject to uncertainty. This is accounted for by adding the square root of the sum of the uncertainty of measurement squared and the measured value squared.

S6.9
Correlation: None of the input quantities are considered to be correlated to any significant extent.

S6.10
Measurements (p): Three separate readings are made which involve disconnection and reconnection of both the reference sensor and the sensor to be calibrated on the transfer standard to take connector repeatability into account. The power meter readings used to calculate the observed power ratio p are as follows:

obs. no
pSr
pSc
pXr
pXc
p

1
1,0001
0,9924
1,0001
0,9698
0,9772

2
1,0000
0,9942
1,0000
0,9615
0,9671

3
0,9999
0,9953
1,0001
0,9792
0,9836

arithmetic mean: 



0Error! Switch argument not specified.
experimental standard deviation:




SEQ User_Box  \*   \hError! Switch argument not specified.
standard uncertainty:




S6.11
Uncertainty budget (KX):

quantity

Xi
estimate

xi
standard
uncertainty
u(xi)
probability
distribution
sensitivity
coefficient
ci
uncertainty
contribution
ui(y)

KS
0,957
0,0055
normal
0,976
0,00537

(KD
-0,001
0,0012
rectangular
0,976
0,00113

MSr
1,000
0,0006
U-shaped
0,933
0,00053

MSc
1,000
0,0099
U-shaped
-0,933
0,00924

MXr
1,000
0,0006
U-shaped
-0,933
-0,00053

MXc
1,000
0,0119
U-shaped
0,933
0,01110

pCr
1,000
0,0014
normal
0,933
0,00132

pCc
1,000
0,0001
normal
0,933
0,00013

p
0,976
0,0048
normal
0,956
0,00459

KX
0,933



0,01623

S6.12
Expanded uncertainty:

U = k ( u(KX) = 2 ( 0,01623 ( 0,032

S6.13
Reported result:
The calibration factor of the power sensor at 18 GHz is 0,933 ±0,032, which may also be expressed as (93,3±3,2) %.

The reported expanded uncertainty of measurement is stated as the standard uncertainty of measurement multiplied by the coverage factor k = 2, which for a normal distribution corresponds to a coverage probability of approximately 95 %.

S7
Calibration of a coaxial step attenuator at a setting of 30 dB (incremental loss)

S7.1
The measurement involves the calibration of a coaxial step attenuator at 10 GHz using an attenuation measuring system containing a calibrated step attenuator which acts as the attenuation reference. The method of measurement involves the determination of the attenuation between matched source and matched load. In this case the unknown attenuator can be switched between settings of 0 dB and 30 dB and it is this change (called incremental loss) that is determined in the calibration process. The attenuation measuring system has a digital readout and an analogue null detector which is used to indicate the balance condition. 

S7.2
Schematic of the measuring system

S7.3
The attenuation 

 of the attenuator to be calibrated is obtained from the relation: 

LX = LS + (LS + (LD + (LM + (LK + (Lib - (Lia + (L0b - (L0a
 (S7.1)
where: 

LS = Lib – Lia
-
attenuation difference of reference attenuator derived from:

Lia
-
indicated attenuation with the attenuator to be calibrated, set at 0 dB;

Lib
-
indicated attenuation with the attenuator to be calibrated, set at 30 dB;

(LS
-
correction obtained from the calibration of the reference attenuator; 
(LD
-
change of the attenuation of the reference attenuator since its last calibration due to drift;
(LM
-
correction due to mismatch loss;

(LK
-
correction for leakage signals between input and output of the attenuator to be calibrated due to imperfect isolation;

(Lia, (Lib
-
corrections due to the limited resolution of the reference detector at 0 dB and 30 dB settings;

(L0a, (L0b
-
corrections due to the limited resolution of the null detector at 0 dB and 30 dB settings.

S7.4
Reference attenuator ((LS): The calibration certificate for the reference attenuator gives a value of attenuation for the 30,000 dB setting at 10 GHz of 30,003 dB with an associated expanded uncertainty of 0,005 dB (coverage factor k = 2). The correction of +0,003 dB with the associated expanded uncertainty of 0,005 dB (coverage factor k = 2) is considered to be valid for attenuation settings of the reference attenuator that differ not more than ±0,1 dB from the calibrated setting of 30,000 dB.

S7.5
Drift of the reference ((LD): The drift of the attenuation of the reference attenuator is estimated from its calibration history to be zero with limits ±0,002 dB. 

S7.6
Mismatch loss ((LM): The reflection coefficients of the source and the load at the insertion point of the attenuator to be calibrated have been optimised by impedance matching to as low magnitudes as possible. Their magnitudes and the magnitudes of the scattering coefficients of the attenuator to be calibrated have been measured but their phase remains unknown. Without any phase information, a correction for mismatch error cannot be made, but the standard uncertainty (in dB) due to the incomplete knowledge of the match is estimated from the relationship [1]:





(S7.2)

with the source and load reflection coefficients


(L = 0,03 and (S = 0,03

and the scattering coefficients of the attenuator to be calibrated at 10 GHz 


0 dB
30 dB

s11
0,05
0,09

s22
0,01
0,01

s21
0,95
0,031

as u((LM) = 0,02 dB.
Note: The values of scattering and reflection coefficients are the results of measurements which are themselves not exactly known. This is accounted for by adding the square root of the sum of uncertainty of measurement squared and the measured value squared.

S7.7
Leakage correction ((LK): Leakage signals through the attenuator to be calibrated have been estimated from the measurements at 0 dB setting to be at least 100 dB below the measurement signal. The correction for leakage signals is estimated from these findings to be within ±0,003 dB at the 30 dB setting.

S7.8
Resolution of the reference attenuator setting ((Lia, (Lib): The digital readout of the reference attenuator has a resolution of 0,001 dB from which the correction for resolution is estimated to be within ±0,0005 dB.

S7.9
Resolution of the null detector ((L0a, (L0b): The detector resolution was determined from a previous evaluation to have a standard deviation of 0,002 dB at each reading with assumed normal probability distribution.

S7.10
Correlation: None of the input quantities are considered to be correlated to any significant extent.

obs. no.
obs. values at


0 dB setting
30 dB setting

1
0,000 dB
30,033 dB

2
0,000 dB
30,058 dB

3
0,000 dB
30,018 dB

4
0,000 dB
30,052 dB

S7.11
Measurements (LS): Four observations are made of the incremental loss of the attenuator to be calibrated between settings of 0 dB and 30 dB: 

arithmetic mean: 



experimental standard deviation:
s(LS) = 0,018 dB

standard uncertainty:



S7.12
Uncertainty budget (LX): 
quantity

Xi
estimate

xi
standard
uncertainty
u(xi)
probability
distribution
sensitivity
coefficient
ci
uncertainty
contribution
ui(y)

LS
30,040 dB
0,0090 dB
normal
1,0
0,0090 dB

(LS
0,003 dB
0,0025 dB
rectangular
1,0
0,0025 dB

(LD
0 dB
0,0011 dB
U-shaped
1,0
0,0011 dB

(LM
0 dB
0,0200 dB
U-shaped
1,0
0,0200 dB

(LK
0 dB
0,0017 dB
U-shaped
1,0
0,0017 dB

(Lia
0 dB
0,0003 dB
U-shaped
-1,0
-0,0003 dB

(Lib
0 dB
0,0003 dB
rectangular
1,0
0,0019 dB

(L0a
0 dB
0,0020 dB
rectangular
-1,0
0,0020 dB

(L0b
0 dB
0,0020 dB
normal
1,0
-0,0020 dB

LX
30,043 dB



0,0224 dB

S7.13
Expanded uncertainty:
U = k ( u(LX) = 2 ( 0,0224 dB ( 0,045 dB

S7.14
Reported result:

The measured value of the step attenuator for a setting of 30 dB at 10 GHz is (30,043 ±0,045) dB.

The reported expanded uncertainty of measurement is stated as the standard uncertainty of measurement multiplied by the coverage factor k = 2, which for a normal distribution corresponds to a coverage probability of approximately 95 %.
S7.15
Reference

[1]
Harris, I. A. ; Warner, F. L. : Re-examination of mismatch uncertainty when measuring microwave power and attenuation. In: IEE Proc., Vol. 128, Pt. H, No. 1, Febr. 1981
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